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Abstract

Chemical reaction and retrosynthesis prediction are
fundamental tasks in drug discovery. Recently,
large language models (LLMs) have shown poten-
tial in many domains. However, directly applying
LLMs to these tasks faces two major challenges: (i)
lacking a large-scale chemical synthesis-related in-
struction dataset; (ii) ignoring the close correlation
between reaction and retrosynthesis prediction for
the existing fine-tuning strategies. To address these
challenges, we propose ChemDual, a novel LLM
framework for accurate chemical synthesis. Specif-
ically, considering the high cost of data acquisition
for reaction and retrosynthesis, ChemDual regards
the reaction-and-retrosynthesis of molecules as a
related recombination-and-fragmentation process
and constructs a large-scale of 4.4 million instruc-
tion dataset. Furthermore, ChemDual introduces an
enhanced LLaMA, equipped with a multi-scale tok-
enizer and dual-task learning strategy, to jointly op-
timize the process of recombination and fragmen-
tation as well as the tasks between reaction and ret-
rosynthesis prediction. Extensive experiments on
Mol-Instruction and USPTO-50K datasets demon-
strate that ChemDual achieves state-of-the-art per-
formance in both predictions of reaction and ret-
rosynthesis, outperforming the existing conven-
tional single-task approaches and the general open-
source LLMs. Through molecular docking analy-
sis, ChemDual generates compounds with diverse
and strong protein binding affinity, further high-
lighting its strong potential in drug design.

1 Introduction
Chemical reaction and retrosynthesis prediction are funda-
mental tasks in many fields of chemistry, forming the back-
bone of synthetic route design, compound optimization, and
drug discovery [Ucak et al., 2022]. These tasks involve
predicting the outcomes of chemical reactions and identify-
ing potential synthetic pathways to create target molecules.

*means the corresponding author.

Traditional approaches have relied heavily on expert knowl-
edge and manual analysis [Liang et al., 2024], which are
time-consuming and resource-limiting. With the advance-
ment of computational technologies, automated methods
have emerged as powerful alternatives to offer significant im-
provements in speed and efficiency for these critical tasks.

Large language models (LLMs) have gained more attention
in various domains [OpenAI, 2024], they leverages advanced
natural language processing techniques to process and ana-
lyze complex biochemical data [Zhao et al., 2025]. Recently,
Mol-Instruction [Fang et al., 2024] has show promising re-
sults in addressing the inherent challenges of chemical re-
action and retrosynthesis prediction. Despite these advance-
ments, LLMs still face the following two major challenges,
which limit their accuracy in predictions of reaction and ret-
rosynthesis compared with traditional machine learning mod-
els [Guo et al., 2023].

Challenge 1: Lacking a large-scale chemical synthesis-
related instruction dataset. The success of LLM depends
on the availability of large and high-quality data [Dai et al.,
2019]. In predictions of reaction and retrosynthesis, high-
quality data comes from actual chemical synthesis experi-
ments in the laboratory, so it is costly and inefficient, resulting
in limited data size. Therefore, this motivates us to find an al-
ternative with low acquisition cost (capable of quickly gener-
ating large-scale data) and high data quality (high relevance to
real chemical synthesis). As shown in the top of Figure 1(a),
we find that fragments generated by breaking of retrosynthet-
ically interesting chemical substructures (BRICS) [Degen et
al., 2008] are highly correlated with reactants. We also show
the similarity distribution of all molecules in the bottom of
Figure 1(a), which has a global average similarity of 66.5%,
indicating that we can use BRICS to generate a large amount
of data to assist in the learning of predictions of reaction and
retrosynthesis. Therefore, we construct a large-scale chem-
ical synthesis-related instruction dataset, which includes 4.4
million molecules and the corresponding fragments extracted
by BRICS.

Challenge 2: Ignoring the correlation between predic-
tions of reaction and retrosynthesis. As shown in the left
sub-figure of Figure 1(b), existing methods treat Molecule-
to-Reactants and Reactants-to-Molecules as two indepen-
dent tasks for learning [Wang et al., 2023] [Liang et al.,
2023]. However, Molecule-to-Reactants and Reactants-to-
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Figure 1: (a) The upper subgraph is an example of the similarity between fragments and reactants for a molecule ”OCCCN1CCOCC1”. The
lower subgraph is the similarity distribution between fragments and reactants for all molecules. (b) Single-task learning paradigm (left sub-
figure) and dual-task learning paradigm of ChemDual (right sub-figure). (c) The Exact Match score (%) on the chemical reaction prediction
task by using or not using the dual-task learning.

Molecules are inverse processes of each other, ignoring the
correlation between them will limit LLM in understanding
chemical synthesis processes [He et al., 2016]. Therefore, we
regard Molecule-to-Reactants and Reactants-to-Molecules as
forward task and backward task respectively and use a dual-
task learning strategy to optimize these two tasks simultane-
ously. As shown in Figure 1(c), the LLaMA equipped with
dual-task learning achieves 6.3% performance improvement
of Exact Match score on reaction prediction task.

Inspired by these, we propose ChemDual, an enhanced
LLaMA equipped with a multi-scale tokenizer and dual-
task learning strategy. The multi-scale tokenizer is used
to enhance the ability of the model in capturing molecular
structures at different scales (such as dummy atom, func-
tional group and fragment, etc.). In dual-task learning, as
shown in the right sub-figure of Figure 1(b), we pretrain on
molecule-to-fragments and fragments-to-molecule dual tasks
constructed from 4.4 million data to enhance ChemDual in
understanding of general chemical synthesis, and further fine-
tune ChemDual to perform task-specific predictions using
molecule-to-reactants and reactants-to-molecule dual tasks.
In Figure 1(c), we find that ChemDual achieves better per-
formance compared to LLaMA. The main contributions of
this work are as follows:

• We construct a large-scale database, which includes 4.4
million molecules and the corresponding fragments, for
learning general chemical synthesis-related knowledge.

• We propose an enhanced LLM framework based on
LLaMA, called ChemDual, equipped with a multi-scale
tokenizer and a dual-task learning strategy for learn-
ing informative molecular representation from different
scales of structures and capturing the correlation be-
tween forward and backward processes, respectively.

• Extensive experiments on Mol-Instruction and USPTO-
50K show that ChemDual outperforms existing models
in predictions of reaction and retrosynthesis. In addi-
tion, Case studies demonstrate that ChemDual can gen-
erate compounds with favorable binding properties and
specific molecular interactions.

2 Related Work
Recent researches have proposed a large number of large
language models (LLMs), such as LLaMA [Touvron et al.,
2023] and ChatGLM [GLM et al., 2024]. Given the im-
portant role of chemical reaction and retrosynthesis predic-
tion tasks in drug discovery, many chemical-based domain-
specific models have been further proposed [Taylor et al.,
2022; Pei et al., 2023] The core idea of these models is to
use reaction- or retrosynthesis-based instruction datasets to
further fine-tune the existing LLMs to enable them to have
predictive capabilities for reaction or retrosynthesis. BioT5+
[Pei et al., 2024] involves molecule a dataset of 30k SELFIES
[Krenn et al., 2020] mapped to IUPAC names ,with multi-task
instruction-based fine-tuning. Text+Chem T5 [Christofidellis
et al., 2023] and Mol-Instruction [Fang et al., 2024] specif-
ically address chemical tasks by integrating cross-domain
knowledge into their frameworks, utilizing a dataset of about
30k samples. Retroformer [Wan et al., 2022], trained on the
augmentative USPTO-50k [Schneider et al., 2016] dataset
containing more then 50k reaction samples with a single-task
learning strategy, has inspired other works [Schwaller et al.,
2019] [Seo et al., 2021] that improve performance by incor-
porating a variety of reasonable SMILES data enhancement
methods for the same molecule under a single-task learning
framework. Different from previous methods, we cheaply
and efficiently construct an instruction fine-tuning database
with 4.4 million molecules related to chemical reaction and
retrosynthesis for learning general synthesis-related knowl-
edge, and introduce a dual-task learning strategy to simulta-
neously capture the forward and backward relationships when
learning synthesis.

3 Method
Here, we propose ChemDual, a large language model with
multi-scale tokenizer and dual-task learning. The overview
of ChemDual is shown in Figure 2, which is divided into
three main modules. In the dataset construction module, we
construct a 4.4M Molecule-Fragments database from 20M
SMILES sequences with breaking of retrosynthetically inter-
esting chemical substructures (BRICS) [Degen et al., 2008]
(Section 3.1). Subsequently, in the module of multi-scale
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Figure 2: The overall of proposed ChemDual.

tokenizer, we extend the tokenizer the existing tokenizer to
capture molecular information at different scales such as re-
action and fragment (Section 3.2). Finally, in the module of
dual-task learning, we use dual-task learning on molecules
and fragment as well as reaction and retrosynthesis to help
LLM learn informative representation (Section 3.3).

3.1 Dataset Construction
As shown in Figure 2(a), we construct a chemical synthesis-
related instruction dataset through data pre-processing,
fragment-recombination operation, and template filling.
Data pre-processing. We collected 20M molecular SMILES
sequences from the ChEMBL-34 database [Zdrazil et al.,
2024] and preprocessed these molecules according to three
criteria: (i) removing duplicates; (ii) filtering out invalid
molecules using RDKit [Bento et al., 2020]; (iii) excluding
molecules with weight greater than 1000. Next, we tokenized
the molecular SMILES sequences and removed sequences
with a token length of more than 512 to prevent exceeding
the maximum token limit of LLM. Finally, we obtained a
molecule library containing 2.2M SMILES sequences.
Fragment-recombination operation. Based on the molecu-
lar library, we adopt the BRICS algorithm to generate multi-
ple fragments for the SMILES of the molecule and use these
fragments to recombine back to the original SMILES. We re-
gard the process of molecular fragmentation and recombina-
tion as a dual task. Meanwhile, we implement an adaptive
fragmentation approach to alleviate memory overflow caused
by excessive fragmentation when long SMILES sequences is
processed by BRICS. Specifically, we adjust the number of
fragments based on the length of molecule SMILES, and the
maximum number of fragments is determined as follows:

n =

{
L, if L < k;

min
(
L,

⌈
L
k

⌉α)
, otherwise.

(1)

where L represents the length of the SMILES sequence, α
denotes the elasticity factor to accommodate the capacities
of different machine memory, and k is the average length

Forward Task: Retrosynthesis 
Instruction: Please suggest potential reactants 
for the given product.
Input: CCCCC(CO)c1ccc(C)cc1C
Output: CCCCC1CO1.Cc1cccc(C)c1.Cl.[Cl-]

Backward Task: Reaction Prediction 
Instruction: Given the reactants and reagents 
below, come up with a product.
Input: CCCCC1CO1.Cc1cccc(C)c1.Cl.[Cl-]
Output: CCCCC(CO)c1ccc(C)cc1C

Figure 3: Examples of instruction of fine-tuning dataset.

of SMILES sequences in molecule library. Interestingly,
we observe that these fragments can be reassembled into a
molecule, we term it as recombination. In BRICS algo-
rithm, dummy atoms are introduced at cleavage sites during
the fragment labeling. We do not apply any additional pro-
cessing to these dummy atoms during fragmentation, while
these dummy atoms are removed and replaced with carbon
(C) atoms to prevent the generation of invalid SMILES strings
during recombination.
Template filling. To obtain more task-specific data and to
adapt to the strong instruction-following abilities of LLMs,
we design templates for chemical reaction and retrosysthesis
prediction tasks. As shown in Figure 3, in the forward task
(i.e., retrosynthesis), we fix a general question format and
then extract the molecular SMILES from molecule library
to fill the description part of a predefined template, result-
ing in a natural question as instructions. The backward task
(i.e., reaction prediction) is to take multiple products and cor-
responding reaction types (marked in green) as the question
template. Through the entire pipeline, we finally construct
a dataset containing 4.4M fine-tuning instructions for down-
stream prediction tasks.

3.2 Multi-scale Tokenizer
BioT5 [Pei et al., 2023] has demonstrated the advantages
of using specialized tokenizer for LLMs to improve task-



specific performance. As shown in Figure 2(b), our proposed
ChemDual further extends the tokenizer of LLaMA 3.1 by in-
corporating three additional types of tokenization strategies to
handle the complexities of chemical data. The first category
includes dummy atoms ([1*], [2*], [3*], ..., [16*]), which
represent molecular fragments generated through the BRICS
algorithm and encompass a total of 16 distinct dummy atom
types. The second category consists of 180 functional groups
commonly found in chemical structures, such as benzene
rings, halogen atoms, and other commonly encountered func-
tional groups in chemical structures. The third category in-
troduces 4 special tokens, <BOF> and <EOF> for molecule
and <BOM> and <EOM> for fragment, allowing the model
to distinguish whether a sequence is a complete molecule or
the corresponding fragment. For a set of molecules or frag-
ments, the input and output sequences are typically separated
by a dot (”.”). However, during tokenization, these sequences
are further split into individual components using the special
tokens discussed earlier.

3.3 Dual-task Learning
As illustrated in Figure 2(c), we introduce a dual-task learn-
ing in both pre-training and instruction fine-tuning, to address
the insufficient understanding of LLMs to the inherent struc-
tural information of SMILES. By incorporating dual informa-
tion into model training process, we aim to enable LLMs to
capture more implicit chemical knowledge, thereby enhanc-
ing their understanding of chemical structure. Specifically,
our dual tasks include forward tasks and backward tasks,
which use (fragmentation, recombination) and (reaction, ret-
rosynthesis) to form the forward task and the backward task
pair. This design is analogous to English–French translation
and back-translation in NLP, where bidirectional learning re-
inforces semantic understanding. The dual tasks can be rep-
resented mathematically as follows:

fforward : X → Y, (X,Y ) ∈ {(M,F), (P,R)}, (2)
fbackward : Y → X, (Y,X) ∈ {(F ,M), (R, P )}, (3)

where M , P , F and R represent a molecule, the reaction
product, the molecular fragments and reactants, respectively.

The dual scenario can be represented by a more general-
ized function, we consider the joint probability of a data pair
(x, y), where x ∈ X and y ∈ Y . Let P (x) and P (y) indicate
the marginal distribution of x, y respectively, P (y|x;LLM)
indicate the conditional probability of generating y from x
using the LLM, and P (x|y;LLM) indicate the conditional
probability of generating x from y via LLM. Intuitively, we
have:

P (x, y) = P (x)P (y|x;LLM) = P (y)P (x|y;LLM). (4)

With the proposed dual-task learning framework, we can
define the training mechanism, loss function, and optimiza-
tion objective for LLM. Let D = (xi, yi)

N
i=1 represent the

dataset used for training, where xi represents the input se-
quence, and yi denotes the target sequence. Given an input se-
quence, the model is used to predict the probability distribu-
tion of possible output tokens, and its optimization goal is to

maximize the likelihood of the correct sequence yi. The prob-
ability distribution of the output vocabulary V of the model at
each time step is formalized as follows:

P (yi | xi; θ) = softmax(zi), (5)

where zi denotes the logits predicted by the model for the
input sequence xi, and θ represents the model parameters. We
adopt cross-entropy loss as the objective function to measure
the divergence between the predicted probability distribution
and the true distribution (one-hot encoded label). The cross-
entropy loss for a single training example (xi, yi) is defined
as follows:

L(xi, yi; θ) = −
|V|∑
j=1

I(yi = j) logP (yi = j | xi; θ), (6)

where I(yi = j) is the indicator function that equals 1 when
yi is the true label, and 0 otherwise.
Pre-training. We perform pre-training on the fragment-
recombination tasks. Specifically, we define fragment as the
forward task and recombination as the backward task. The
pre-training process of ChemDual is optimized as follows:

Lpt(x, y; θ) =
1

N

N∑
i=1

L(xi, yi; θ), (7)

where (xi, yi) ∈ {(M,F), (F ,M)} evaluates the perfor-
mance of fragment and recombination prediction on pre-
training dataset. Dual-task learning enables the model to cap-
ture intrinsic relationships between molecular components,
crucial for reaction and retrosynthesis prediction.
Instruction fine-tuning. We adapt the dual-task learning to
fine-tuning more specific chemical synthesis tasks. Specifi-
cally, we regard retrosynthesis as the forward task, and reac-
tion prediction is serves as the backward task. The fine-tuning
process of ChemDual is optimized as follows:

Lft(x, y; θ) =
1

N

N∑
i=1

L(xi, yi; θ), (8)

where (xi, yi) ∈ {(M,R), (R,M)} accesses the perfor-
mance of downstream tasks on the training dataset.

4 Experiments and Results
In this section, we first introduce compare our model Chem-
Dual with baselines on reaction and retrosynthesis predic-
tion. After that, we investigate the effectiveness of instruc-
tion dataset and fine-tuning strategy in our model. Finally, we
conduct the visualization analysis and case study via molecu-
lar docking. Details of the experimental settings are provided
in Appendix A.

4.1 Experiment Setup
Dataset. We use Mol-Instruction and ChemLLMBench
dataset to evaluate ChemDual on reaction and retrosynthesis
prediction. In addition, we evaluate the retrosynthesis task
on the USPTO-50 dataset. The Mol-Instruction consists of



Table 1: Performance comparison for reaction and retrosynthesis prediction on the Mol-Instruction dataset. [*] indicates the results are taken
from Mol-Instruction [Fang et al., 2024]. The best and suboptimal results are shown in bold and underline.

Model EXACT↑ BLEU↑ LEVENSHTEIN↓ RDK FTS↑ MACCS FTS↑ MORGAN FTS↑ VALIDITY↑

Reaction Prediction
Alpaca* 0.000 0.065 41.989 0.004 0.024 0.008 0.138
Baize* 0.000 0.044 41.500 0.004 0.025 0.009 0.097
ChatGLM* 0.000 0.183 40.008 0.050 0.100 0.044 0.108
LLaMA* 0.000 0.020 42.002 0.001 0.002 0.001 0.039
Vicuna* 0.000 0.057 41.690 0.007 0.016 0.006 0.059
Galactica* 0.000 0.468 35.021 0.156 0.257 0.097 0.946
Text+Chem T5* 0.239 0.782 20.413 0.705 0.789 0.652 0.762
Mol-Instruction* 0.503 0.883 13.41 0.756 0.863 0.708 1.000
BioT5+ 0.864 0.993 3.403 0.949 0.975 0.935 1.000
ChemDual 0.869 0.991 2.099 0.964 0.980 0.956 0.996
Retrosynthesis
Alpaca* 0.000 0.063 46.915 0.005 0.023 0.007 0.160
Baize* 0.000 0.095 44.714 0.025 0.050 0.023 0.112
ChatGLM* 0.000 0.117 48.365 0.056 0.075 0.043 0.046
LLaMA* 0.000 0.036 46.844 0.018 0.029 0.017 0.010
Vicuna* 0.000 0.057 46.877 0.025 0.030 0.021 0.017
Galactica* 0.000 0.452 34.940 0.167 0.274 0.134 0.986
Text+Chem T5* 0.141 0.765 24.043 0.685 0.765 0.585 0.698
Mol-Instruction* 0.333 0.842 17.642 0.704 0.815 0.646 1.000
BioT5+ 0.642 0.969 6.710 0.897 0.930 0.866 1.000
ChemDual 0.670 0.976 6.516 0.901 0.933 0.893 0.995

Table 2: Performance comparison on USPTO-50K dataset, [*]
means ChemDual adopts the Retroformer’s transformer module.

Model Top-1 (%) Top-3 (%) Top-5 (%) Top-10 (%)
Transformer 42.40 58.60 63.80 67.70
BioT5+ 44.40 59.56 61.32 73.43
InstructMol 30.15 51.72 57.12 64.91
ChemDual 46.25 60.14 66.95 77.42
Retroformer 47.89 62.87 66.59 70.68
ChemDual* 49.95 67.67 70.52 78.31
Improvement(%) 2.06 4.79 3.93 7.63

282,304 molecules paired instructions describing their reac-
tions, and each sample is represented by a tuple (input, out-
put), where the input could be either a set of reactants or a
molecule, and the output corresponds to the predicted prod-
ucts or reactants. ChemLLMBench consists of a series of
chemistry-related tasks. In this work, we evaluate ChemD-
ual on the reaction and retrosynthesis prediction tasks within
ChemLLMBench. We follow the same test set as used in
ChemDFM [Zhao et al., 2025]. The USPTO-50k dataset con-
tains 50,016 reaction examples that are grouped into 10 reac-
tion classes, and each sample represents a synthetic reaction
step with corresponding reactants and products. We keep the
same data split as Graph2SMILES [Tu and Coley, 2022].
Baseline Models. We compare ChemDual against a variety
of baselines which can be categorized as follows:

• General LLMs: Alpaca [Taori et al., 2023], Baize [Xu
et al., 2023], ChatGLM [GLM et al., 2024], LLaMA
[Touvron et al., 2023] and Vicuna [Chiang et al., 2023],

• Specialized models: Galactica [Taylor et al., 2022],

Text+Chem T5 [Christofidellis et al., 2023], Mol-
Instruction, BioT5+ [Pei et al., 2024], InstructMol [Cao
et al., 2025], Retroformer [Wan et al., 2022].

Evaluation metrics. For reaction and retrosynthesis tasks,
we employ various metrics to evaluate the effectiveness of
ChemDual and all baselines, including EXACT, BLEU [Pa-
pineni et al., 2002], LEVENSHTEIN [Levenshtein, 1966],
three molecular fingerprints (FTS) similarity scores including
RDK [Schneider et al., 2015], MACCS [Durant et al., 2002],
MORGAN [Rogers and Hahn, 2010] and VALIDITY score
refers to whether the SMILES can be successfully processed
by RDKit. Additionaly, we further adopt Top-k accuracy as
evaluation metric on retrosynthesis prediction.

4.2 Comparison Results
Table 1 shows the comparison results for reaction and ret-
rosynthesis prediction on Mol-Instruction. Detailed results
on ChemLLMBench can be found in Appendix B.
Results on reaction prediction. As shown in the top of Ta-
ble 1, we observe that ChemDual achieves a substantial im-
provement with the highest EXACT score of 0.869 and the
lowest LEVENSHTEIN distance of 2.099. Moreover, Chem-
Dual consistently outperformed all baselines across multi-
ple structure similarity metrics such as RDK, MACCS, and
MORGAN FTS, with a promising scores of 0.964, 0.980, and
0.956, respectively. This indicates that our proposed Chem-
Dual can perform highly chemical relevant predictions com-
pared to other methods. However, ChemDual achieves com-
petitive VALIDITY score with Mol-Instruction and BioT5+,
the slight gap may be attributed to the reason that Chem-



Model EXACT BLEU RDK MACCS MORGAN VALIDITY
LLaMA w dual 0.429 0.849 0.824 0.884 0.786 0.978
LLaMA w/o dual 0.429 0.845 0.807 0.877 0.772 0.966
ChemDual w/o dua 0.472 0.865 0.843 0.896 0.807 0.98
ChemDual w/o pre 0.587 0.868 0.848 0.897 0.812 0.985
ChemDual 0.67 0.976 0.901 0.933 0.893 0.995

Model EXACT BLEU RDK MACCS MORGAN VALIDITY
LLaMA w dual 0.729 0.948 0.925 0.96 0.917 0.978
LLaMA w/o dual 0.666 0.93 0.898 0.949 0.893 0.969
ChemDual w/o dua 0.766 0.954 0.943 0.969 0.932 0.984
ChemDual w/o pre 0.821 0.968 0.954 0.976 0.947 0.988
ChemDual 0.869 0.991 0.964 0.98 0.956 0.996
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Figure 4: Comparison of ablation experiments for reaction prediction and retrosynthesis prediction on Mol-Instruction.

Dual adopt SMILES representations as input while Mol-
Instruction and BioT5+ employ the unique SELFIES format.
Results on retrosynthesis prediction. The bottom of Table 1
shows that ChemDual achieves the best performance of 0.670
in EXACT, 0.976 in BLEU, and 6.516 in LEVENSHTEIN
distance, respectively, with comparison to other models, in-
cluding the strong baseline BioT5+. Furthermore, ChemDual
also surpasses BioT5+ by 0.4%, 0.3%, and 2.7% in terms of
RDK, MACCS, and MORGAN FTS, respectively, which im-
plies that ChemDual performs the ability to generate accurate
and chemical retrosynthesis predictions.

We further evaluate the retrosynthesis performance of
ChemDual in USPTO-50K dataset. As shown in Table 2,
ChemDual achieves the best performance in all top-k accu-
racy, which demonstrates its robustness and scalability across
datasets. Specifically, ChemDual outperforms BioT5+ and
other baseline models at least by 1.85%, 0.58%, 3.15%, and
3.99% in terms of Top-k (k=1, 3, 5, and 10), respectively,
Compared with Retroformer, the fine-tuned ChemDual* con-
sistently makes improvements of 2.06% in Top-1, 4.79% in
Top-3, 3.93% in Top-5, and 7.63% in Top-10, respectively.
Results on fragment and recombination. To investigate
whether ChemDual accomplish the molecular fragment and
recombination tasks, we evaluate our proposed model using
1,000 samples from our constructed instruction test set. The
details of results refer to Appendix C.

4.3 Ablation study
To investigate the effectiveness of each component to our
model, we consider the following variants of ChemDual. Fig-
ure 4 shows the results of ChemDual and its variants on reac-
tion and retrosysthesis prediction.

• LLaMA with dual-task learning (w dual) removes the
datasets related to molecule fragments and recombina-
tion, and we trained the LLaMA 3.1 only using Mol-
Instruction dataset.

• ChemDual/LLaMA without dual-task learning (w/o
dual) deletes the datasets related to reaction prediction
in retrosynthes prediction task, and the datasets related
to retrosynthes is prediction are deleted reaction predic-
tion task, respectively.

• ChemDual without pre-training (w/o pre) directly fine-
tunes the LLaMA 3.1 on Mol-Instruction and our con-
structed instruction datasets with a ratio of 1:1.

ChemDualLLaMA

Figure 5: Visualizations of LLaMa and ChemDual using the t-SNE.

Dataset ablation. ChemDual outperforms the LLaMA (w
dual) on all metrics, which demonstrates the importance of
leveraging our constructed instruction dataset for enhancing
predictive performance.
Pre-training ablation. The comparison of ChemDual and
ChemDual (w/o pre) reveals a consistent improvement on
model performance for the pre-trained model (i.e., ChemD-
ual) across reaction and retrosynthesis prediction tasks. This
highlights the critical role of pre-training in capturing the in-
trinsic relationships between molecular component.
Dual-task learning ablation. Dual-task method (i.e.,
LLaMA (w dual)) performs better than single-task model
(i.e., ChemDual/LLaMA (w/o dual)), which illustrates that
the model is fine-tuned by the dual-task paradigm, either in-
dependently or with the inclusion of molecular fragment and
recombination datasets, consistently outperformed than that
is trained on a single dataset. These results underscore the
effectiveness of the dual-task learning approach, which pro-
motes the synergistic learning across tasks and improves the
capabilities of model on chemical reasoning .

The ablation studies further validate the critical role of in-
struction dataset and dual-task learning paradigm in enhanc-
ing the performance of general LLM on reaction and ret-
rosynthesis prediction tasks. We also highlight that a well-
designed pre-training strategy allows LLM to better grasp
the semantics of chemical structures, enabling them to make
more precise predictions across multiple downstream tasks.

5 Analysis
Visualization. To better understand the superiority of Chem-
Dual over the general LLM (i.e., LLaMa), we employ t-SNE
[van der Maaten and Hinton, 2008] to visualize the learned
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and the HH atom of TYR383, while the O1 atom of the ligand establishes another hydrogen bond with the NH group of LEU18.

representations of input prompt. Since there are dozens of
reaction types, we select 8 reaction types and each with 50
sample data for visualization. Figure 5 shows the visualiza-
tion on USPTO-50K dataset. We clearly observe that input
prompts are more tightly clustered in ChemDual compared
with LLaMa, which implies that ChemDual can learn more
contextual information by effectively capturing the chemical
synthesis-related knowledge from our newly constructed in-
struction dataset. It is worth noting that more compact clus-
ters in ChemDual on 8 reaction types can well illustrate the
excellent ability of ChemDual on retrosynthesis prediction.
Molecule recombination and docking. We conduct a case
study to investigate the ability of our proposed ChemDual on
molecular recombination. Traditional methods struggle with
balancing chemical validity and structural diversity. Here
we further explore how our constructed instruction dataset
addresses this challenge by generating molecules with high
chemical similarity. Specifically, we select the compound
(CHEMBL419018) from the available CHEMBL database.
By fragmenting the compound with BRICS, we obtain mul-
tiple fragments as shown in Figure 6. Based on these frag-
ments, we are able to generate novel compounds (the details
refers to Figure 8 in Appendix D) via ChemDual. These gen-
erated compounds inherit characteristics from their original
fragments and are highly similar to the original molecules
in molecular fingerprints, which demonstrates the ability of
ChemDual to maintain key chemical features while gener-
ating valid molecular structures, ensuring both chemical in-
tegrity and similarity during the recombination process.

Methionine aminopeptidase 2 (MAP2) is an enzyme of im-
portant biological significance, as it plays a key role in an-
giogenesis and tumor progression. It has been recognized
as a therapeutic target, with several inhibitors demonstrating
promising anti-cancer and anti-obesity activities in both pre-
clinical and clinical studies. Therefore, we use the MAP2 as

target protein (CHEMBL419018 in the CHEMBL34 dataset)
and conduct docking experiments between the protein and
the generated compounds to evaluate binding affinities. As
shown in Figure 8, the binding affinity values of the gener-
ated compounds range from -6.3 to -8.4 kcal/mol, which in-
dicates that the molecules generated by ChemDual have good
binding interactions with the target protein. To gain deeper
insights, we use AutoDock [Morris et al., 2009] to further vi-
sualize the docking result and binding interactions of the first
generated compound in Figure 6. The visualization highlights
three key hydrogen bonds formed by the ligand: the first is
between the O3 atom of the ligand and the 1HH2 atom of
the ARG-417 residue; the second is between the O3 atom of
the ligand and the HH atom of the TYR-383 residue; and the
third is between the O1 atom of the ligand and the NH group
of the LEU18 residue. These interactions underscore the sta-
bility of the ligand within the protein’s active site, demon-
strating that ChemDual can not only recombine structurally
similar molecules but also yield compounds with stable, spe-
cific binding characteristics in target interactions.

6 Conclusion
In this study, we propose ChemDual, an enhanced LLaMA-
based LLM for chemical reaction and retrosynthesis predic-
tion. It constructs a 4.4-million-molecule database to alle-
viate the lack of a large-scale chemical synthesis-related in-
struction dataset, employs a multi-scale tokenizer to capture
structural information, and introduces a dual-task learning
strategy to jointly optimize the process of recombination and
fragmentation as well as the tasks between reaction and ret-
rosynthesis prediction. Experiments on Mol-Instruction and
USPTO-50K demonstrate that ChemDual outperforms exist-
ing methods, while molecular docking results show its ability
to generate compounds with strong affinity for target proteins,
highlighting its potential in molecular design.
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Appendix
A Experiment setting
ChemDual is implemented using Pytorch v2.4.1 and CUDA 12.1. In the training phase, all experiments are conducted on the
same machine with Intel Xeon(R) Platinum 8352V CPU @ 2.10GHz and 4 GPUs (NVIDIA RTX 4090 GPUs 24G) for a total
of 212 GPU hours and processed 852,518,047 tokens. We use the AdamW optimizer to facilitate the optimization process.
Each GPU was assigned a batch size of 2, with gradient accumulation steps set to 8. The pre-training phase was conducted for
1 epoch with a learning rate of 5e-5, which enable stable and gradual learning during the initial stages. The fine-tuning phase
was carried out over 2 epochs with a learning rate of 1e-4. In the inference phase, the model was quantized to INT4 and ran on
a single 4090 GPU at a speed of 98.16 tokens/s.

B Experiment on ChemLLMBench
As shown in Table 3, ChemDual demonstrates superior performance on both reaction prediction and retrosynthesis tasks within
the ChemLLMBench. Specifically, ChemDual achieves the highest accuracy of 67.0 in reaction prediction, outperforming
ChemDFM (49.0), BioT5+ (9.0), and Mol-Instruction (4.5) by a substantial margin. Similarly, in retrosynthesis prediction,
ChemDual achieves an accuracy of 33.0, which also surpasses other baselines, indicating the model’s improved reasoning
ability on backward chemical tasks. While maintaining competitive validity scores across both tasks, ChemDual exhibits a
strong balance between correctness and chemical plausibility, highlighting the effectiveness of the dual-task learning framework
in enhancing structural understanding and generalization in complex chemical scenarios.

Table 3: Performance comparison on ChemLLMBench.

Task Model Accuracy Validity

Reaction Prediction Mol-Instruction [Fang et al., 2024] 4.5 100.0
BioT5+ [Pei et al., 2024] 9.0 100.0
ChemDFM [Zhao et al., 2025] 49.0 98.0
ChemDual 67.0 99.0

Retrosynthesis Mol-Instruction [Fang et al., 2024] 9.0 100.0
BioT5+ [Pei et al., 2024] 26.0 100.0
ChemDFM [Zhao et al., 2025] 12.0 91.0
ChemDual 33.0 97.7

C Experiment on fragment and recombination
Result on fragment and recombination. The results are presented in Figures 7a and 7b. In the recombination task, the model
generated 996 valid molecules with most molecular weights (54.89%) falling in the 320–480 g/mol range. Notably, 79.94%
of the molecules were within the 250–500 g/mol range, considered drug-like and suggesting good drug-likeness in generated
compounds. This reflects the model’s effectiveness in producing compounds with high drug potential. For the fragment task,
the model primarily generated fragment counts between 1 and 10, with fragmentation over 10 parts occurring in fewer than 2%
of cases. This indicates the model’s capacity to fragment molecules into manageable parts while also handling larger molecules
when needed, demonstrating versatility in fragmenting diverse molecular sizes.

D Case study on molecule recombination
The molecules generated by ChemDual are shown in Figure 8, arranged in the order of their generation as determined by
the docking score. The generated compounds exhibit a high degree of similarity to original molecule in terms of molecular
fingerprints, reflecting the effective inheritance of key structural and chemical features from the original fragments.
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(a) Distribution of molecular weights after recombination. The
histogram reveals that the molecular weights of recombined
products primarily fall within the 320–480 g/mol range, ac-
counting for 54.89% of the molecules. 79.94% of the molecules
lie within the 250–500 g/mol range, which is considered opti-
mal for drug-likeness.
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(b) Distribution of molecular fragment numbers. The histogram
shows that most molecules were fragmented into 1–10 parts,
with the highest frequencies observed between 5 and 7 frag-
ments. Fragment counts above 10 are rare but present, with less
than 2% of molecules exceeding this number.

Figure 7: Analysis of molecular properties.
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Figure 8: Different molecules generated by ChemDual. Docking score represent the maximum binding affinities (kcal/mol) between the
ligands and MAP2 obtained through molecular docking.
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